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General goals

1. develop cross-linguistically viable analytical terms as input to:
• field linguistics
• theoretical linguistics

2. detect and explain distributional patterns:
• geographical patterns
• structural relationships and discourse effects

3. produce statistical estimates on:

• genetic inheritance potentials
• areal diffusion potentials
• independent development potentials   (universal

preferences)



4

Projects

gramm. relations



4

Projects

gramm. relations

backbone projects



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography

statistics



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography

statistics

thematic projects



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography

statistics

thematic projects

morphology and phonology of

grammatical markers (337)



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography

statistics

thematic projects

morphology and phonology of

grammatical markers (337)

synthesis of verbs (150)



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography

statistics

thematic projects

morphology and phonology of

grammatical markers (337)

synthesis of verbs (150)

NP structures (401)



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography

statistics

thematic projects

morphology and phonology of

grammatical markers (337)

synthesis of verbs (150)

NP structures (401)

locus (head/dependent marking) (273)



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography

statistics

thematic projects

morphology and phonology of

grammatical markers (337)

synthesis of verbs (150)

NP structures (401)

locus (head/dependent marking) (273)

morphological alignment (270)



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography

statistics

thematic projects

morphology and phonology of

grammatical markers (337)

synthesis of verbs (150)

NP structures (401)

locus (head/dependent marking) (273)

morphological alignment (270)

person systems (368)



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography

statistics

thematic projects

morphology and phonology of

grammatical markers (337)

synthesis of verbs (150)

NP structures (401)

locus (head/dependent marking) (273)

morphological alignment (270)

person systems (368)



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography

statistics

thematic projects

morphology and phonology of

grammatical markers (337)

synthesis of verbs (150)

NP structures (401)

locus (head/dependent marking) (273)

morphological alignment (270)

person systems (368)

just now starting:



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography

statistics

thematic projects

morphology and phonology of

grammatical markers (337)

synthesis of verbs (150)

NP structures (401)

locus (head/dependent marking) (273)

morphological alignment (270)

person systems (368)

just now starting: word domains



4

Projects

gramm. relations

backbone projects

genetic affiliation (613)

geographical location (480)

sampling

bibliography

statistics

thematic projects

morphology and phonology of

grammatical markers (337)

synthesis of verbs (150)

NP structures (401)

locus (head/dependent marking) (273)

morphological alignment (270)

person systems (368)

just now starting: word domains

clause linkage



5

AUTOTYP Principles



5

AUTOTYP Principles

• Autotypology:  Inventory of elements, types,
etc. grows out of inputting and definitions. No
predefined categories (no etic grids, no
conceptual spaces, etc.)



5

AUTOTYP Principles

• Autotypology:  Inventory of elements, types,
etc. grows out of inputting and definitions. No
predefined categories (no etic grids, no
conceptual spaces, etc.)

• High resolution:  Breakdown of descriptive
notions into smallest units.



5

AUTOTYP Principles

• Autotypology:  Inventory of elements, types,
etc. grows out of inputting and definitions. No
predefined categories (no etic grids, no
conceptual spaces, etc.)

• High resolution:  Breakdown of descriptive
notions into smallest units.

• Modularity:  Separate thematically defined
files linked relationally (via language ID code)



5

AUTOTYP Principles

• Autotypology:  Inventory of elements, types,
etc. grows out of inputting and definitions. No
predefined categories (no etic grids, no
conceptual spaces, etc.)

• High resolution:  Breakdown of descriptive
notions into smallest units.

• Modularity:  Separate thematically defined
files linked relationally (via language ID code)

• Connectivity:  Compatible with any database
using some language ID codes (e.g., SIL
codes)
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Sampling

• open-ended data collection for qualitative
typology — goal: all possible types or within
types, all tokens

• various samples for quantitative typology —
goal: detect and explain distributions in the
world, in an area, in a stock, etc.

• Most commonly used sample for exploratory
research on world-wide distributions is a
genetically-balanced sample:



languages in database (approximate)

Genetically-balanced sample "Gen1+" (N=300)

Sampling (cont’d)
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Database structure (cont’d)

• backbone module

• genetic affiliation (available on-line)

• geographical location(coordinates, zones)

• samples (allowing multiple sampling)

• bibliography (currently in EndNote™ format)

• service module

• language logs (.doc, .pdf)

• database log

• input monitor

• survey monitor
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Database structure (cont’d)

• map-making and analysis tools
(currently Excel™ scatterplots, SPSS™, R, etc.)

• data files

• definition files
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How does autotypologizing work?

• Data files assign types to data
alienability (261 languages)
covert categories (23 languages)
inclusive/exclusive (368 languages)
grammatical markers (337 languages)
locus per role (273 languages)
morphological alignment (270 languages)
NP structure (401 languages)
grammatical relations (22 languages)
synthesis (150 languages)

Under development: clause linkage, experiencer
downgrading, agreement types, etc.
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How does autotypologizing work? (cont’d)

• Data files assign types to data
• Definition files define these types

alignment
classification_type
cryptotypes
exemplars
exp_coding_type
flexivity
fusion
locus
morph_behavior
morph_source

np_patterns
parts_of_speech
position
poss_distinctions
sem_class
syn_constraints
syn_patterns
syn_roles
word_order
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Example 1: NP structure files

np_structure: what formatives establish complex NPs?

Relationally linked to:

•  definition files

•  other data files

•  backbone modules on the language
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backbone
modules:
• genetic affil.
• location
• areas
• sampling

backbone
modules:
• genetic affil.
• location
• areas
• sampling
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gramm_markersgramm_markers
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sem_class.defsem_class.def
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word_order.defword_order.def
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sem_class.defsem_class.def
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np_patterns.def
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Example 1: NP structure files (cont’d)

The np_patterns.def file
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Example 1: NP structure files (cont’d)

The np_patterns.def file
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Example 1: NP structure files (cont’d)

The np_patterns.def file
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Example 1: NP structure files (cont’d)

The np_patterns.def file
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Example 1: NP structure files (cont’d)

Example: Modifier-headed agreement (#11)

Wari’ (Everett & Kern 1997)
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‘dirty clothes’
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 Discovery of new combinations of
types, but also discovery of new types
as side-effect of data collection

 = Autotypology

Example 1: NP structure files (cont’d)

Example: Modifier-headed agreement (#11)

Wari’ (Everett & Kern 1997)

Mam mao 'in-on ca mixem nucun wom-u
with go:s 1s:REALIS-3sm REALIS black poss:3sm cotton-1s

‘I went with my dirty clothes’
(lit. ‘with my cotton’s blackness’)
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Example: NP structure files (cont’d)
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Example: NP structure files (cont’d)

 Also necessitates new type in locus.def
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Example 1: NP structure files (cont’d)

Other instances of type #11 modifier-headed NPs:

• Amharic

• Komi (and other Uralic languages)

• Japanese (?)

• Limbu (frozen forms, non-productive)
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Example 2: Formative fusion

gramm_markers
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fusion.def
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Example 3: inflectional categories

• Surveyed for formative exponence and synthesis

• No predefined list of what can show up

 Again, it is possible to discover new categories
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Example 3: inflectional categories (cont’d)

morph_cat.def
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Example 3: inflectional categories (cont’d)
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Example 3: inflectional categories (cont’d)

a. |‰n \ooooc||||am\o.
s/he 3SG.eat.PFV.CONSTRUCT

‘He ate it.’

b. \ \\\ooooc\\\\am\o.
3SG.eat.PFV

‘He ate it.’

c. | |||aaaac\\\\ammmmmmmm\o.
3SG.eat.PROGR

‘He is eating it.’

Lango: type #31 verbal construct forms
with overt pronominal or relativized subject NPs

(examples from Noonan 1992:137)
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Example 3: inflectional categories (cont’d)

another example of a type #31 verbal construct form

Supyire (Gur): intransitive prefix on verbs after
tense/aspect formatives iff these formatives
immediately precede the verb.

a. mìì ná \mpà ta.
I    PAST sheep get

‘I got a sheep’

b. mpà mìì ná |n-tá
sheep I PAST CONSTR-get

‘It’s a sheep I got.’

(examples from Carlson 1994: 127)
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Example 3: inflectional categories (cont’d)

#31 verbal construct forms also found in:

• Hausa (Chadic: Afroasiatic)

• Fiji (Central-Eastern Malay-Polynesian: Austronesian)

• Chamorro (Western Malayo-Polynesian:Austronesian)

• Lai Chin (Kuki-Chin: Sino-Tibetan)

• Nisgha (Tsimshianic)

 only 7 out of 141 languages surveyed
for synthesis
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Interim summary

Autotypologizing databases

• systematically provide for the discovery of new types

• contain crosslinguistically viable and precise definitions

• contain both fine-grained and broad categories

• provide references to parallels

• give input to fieldwork

• are ready to receive input from fieldwork

Disadvantage of autotypologizing databases:

• they slow down data collection (in the beginning)



37

Using AUTOTYP modules in surveys 



37

Using AUTOTYP modules in surveys 

Common problem: heterogenous paradigms



37

Using AUTOTYP modules in surveys 

Common problem: heterogenous paradigms

Example: Survey of TAM coexponents



37

Using AUTOTYP modules in surveys 

Common problem: heterogenous paradigms

Example: Survey of TAM coexponents

Lango: verbal construct marking only with the
perfective, not with other TAM forms



37

Using AUTOTYP modules in surveys 

Common problem: heterogenous paradigms

Example: Survey of TAM coexponents

Lango: verbal construct marking only with the
perfective, not with other TAM forms

òcámò3SG.CONSTR

òcàmò3SG

ImperfectiveProgressivePerfective

àcàmmò cámô

(Noonan 1992: 136)
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 Solution: Exemplar-based Method

Using AUTOTYP modules in surveys (cont’d) 

Exemplar definition of TAM:

“If any of the TAM markers differs from others in
their morphological behavior (here: exponence),
pick TENSE; within TENSES, pick PAST (or
whatever is chiefly used for simple, independent,
past time reference); if there is none, pick
FUTURE. If there is no TENSE, pick the closest
ASPECT equivalent of past tense (e.g. perfective
aspect). If there is no ASPECT, pick that MOOD,
STATUS, or EVIDENTIALITY marker that is mostly
used for past time reference (e.g. realis status).”
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 Solution: Exemplar-based Method

Exemplar definition of TAM:

“If any of the TAM markers differs from others in
their morphological behavior (here: exponence),
pick TENSE; within TENSES, pick PAST (or
whatever is chiefly used for simple, independent,
past time reference); if there is none, pick
FUTURE. If there is no TENSE, pick the closest
ASPECT equivalent of past tense (e.g. perfective
aspect). If there is no ASPECT, pick that MOOD,
STATUS, or EVIDENTIALITY marker that is mostly
used for past time reference (e.g. realis status).”

Using AUTOTYP modules in surveys (cont’d) 
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monoexponential TAM+POLARITY

TAM+AGR TAM+AGR+CONSTR

TAM+AGR+VOICE no inflectional TAM

Survey Example 1: TAM exponence

(N = 149 from Gen1 sample)
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Survey Example 1: TAM exponence (cont’d)

Results:
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Survey Example 1: TAM exponence (cont’d)

Results:
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Survey Example 1: TAM exponence (cont’d)

Results:

• No evidence for large-scale arealities.
(TAM+AGR± tested in 4 macro-areas: χ2 (3, 149) =1.20, p=.99)

Hypothesis: resists large-scale areal spreading,
perhaps genetically stable

• TAM+POLARITY is a rarissimum (Plank’s term). These
are possibly indicators of remote genetic relationship
(cf. Genssler).

H: Mangarayan and Tangkic?

H: Songhai and Nilotic? (Nilosaharan?)
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Survey Example 2: Synthesis

Exemplar definition:
• maximum N (categories) on verb
• inflectional categories only (i.e., sensitive to the

syntactic environment or interacting with
morphological paradigm and allomorphy choices,
such as negation interacting with tense or
agreement)

• verb categories only (i.e., no trans-category clitics
such as Turkish interrogatives)

• synthetic categories only (i.e., no auxiliaries like
Finnish negation markers)

• phonologically bound (negation in Turkish) or free
(negation in Hmong)
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Survey Example 2: Synthesis (cont’d)

Synthesis Index: 

 SYN = Nmax (categories) + Nmax (formatives)



Survey Example 2: Synthesis (cont’d)

0-3 4-6 7-9 10-12 13-15 16-18 19-21 22-24 25-29

(N = 136 from Gen1 sample)
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Survey Example 2: Synthesis (cont’d)

Results:

• Subcontinent-sized areality.
(Kruskal-Wallis χ2 (9, 136) = 29.80, p < .001)

• Himalayan and Caucasian enclaves in Eurasia.
(Mann-Whitney U (1, 42) = 89.00, p = .036)

• Enclaves have the same profile as Circum-Pacific
populations (“Ancient Sunda” population).
(Mann-Whitney U (1, 99) = 402.50, p = .621)



Survey Example 2: Synthesis (cont’d)

0-3 4-6 7-9 10-12 13-15 16-18 19-21 22-24 25-29

(N = 136 from Gen1 sample)
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Survey Example 2: Synthesis (cont’d)

Hypothesis: Enclaves preserve the typological profile
of Eurasia at the time of early American colonia-
lization(s), i.e., before the great spreads in Eurasia
(SEA, Silk Road) changed this profile.
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Conclusions

The Exemplar-Based Method allows for
systematic assessment and statistical analysis of
typological profiles.

The Autotypologizing Method develops analytical
notions that are guaranteed to be crosslinguistically
viable and that directly feed into field research,
quantitative typology, and theoretical linguistics.
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